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Abstract. The existing virtual experiment platform mainly uses virtual reality
technology or animation technology to assist students in experimental teaching,
but it lacks the standardized supervision of users’ experimental behaviors. To
address the above problems, this paper designs a prototype smart glove applica-
tion for middle school experimental scenarios and proposes a scene perception
algorithm based on the smart glove, so as to obtain the user’s experimental behav-
ior more accurately. Based on the perception of the experimental scene, this paper
also proposes a multimodal fusion of intelligent navigation interaction paradigm
to obtain the user’s experimental intention, thus allowing students to conduct
exploratory experiments on a virtual experimental platform with targeted guid-
ance and monitoring of user behavior. Experiments show that the smart glove
designed in this paper can sense the relative relationship between experimental
equipment and objects in the scene in real time. Based on the user’s experimental
behavior, the smart glove can also infer the operator’s experimental intent and
provide timely feedback and guidance on the user’s experimental behavior.

Keywords: Virtual experiment platform · Smart gloves · Scene perception ·
Intention inference

1 Introduction

Experimental teaching is an important part of secondary school teaching, but in practice
there are problems such as the existence of dangerous experimental supplies for oper-
ation and irregularities in experimental operations. With the development of Internet
technology, the virtual experiment platform has solved these problems. However, there
are still some defects in the existing virtual experiment platform. On the one hand, the
virtual experiment platform tends to use animation to present the experimental process.
On the other hand, most virtual experiment platforms lack the monitoring of users’
experimental behaviors.

In order to solve the above problems, this paper designs a smart glove that can be
used for experimental teaching in secondary schools and also has the ability of field
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perception. The smart glove can sense the information of objects in the experimental
scene and their corresponding position relationship in real time. Students can operate the
real experimental apparatus on the virtual experimental platform to conduct experiments.
Basedon thefield perception, this paper also presents an interactive example of intelligent
navigation, which can synthesize the information of speech, vision and sensors used to
infer the user’s experimental intention and provide feedback and guidance to the user.

2 Related Work

The development of information technology has provided a broad platform for virtual
labs. Experimental teaching through the use of virtual laboratories has the following
advantages: 1. Virtual laboratories can save the cost of experiments and allow students
to conduct more types of experiments for schools with insufficient experimental funds;
2. The use of virtual laboratories can better ensure the safety of students; 3. Traditional
laboratories require teachers to spend time on equipment setup and maintenance.

In recent years, with the continuous development of Internet technology, virtual lab-
oratories have become a research hotspot for scholars at home and abroad. Sotomayor-
Moriano J [1] enable students to conduct experiments in a real environment through a
Web browser, and can design and practice controls in an interactive virtual laboratory.
Khulood Aljuhani [2] have developed a virtual laboratory platform based on the Web.
Users can use the mouse to perform experiments in the virtual laboratory individually
and perform multiple experiments as needed. It can not only enhances the flexibility
of teaching technology, but also deepens students’ understanding of experimental phe-
nomena. Web-based platforms can only immerse students in the learning experience to a
limited extent. In order to improve immersion, Ioannis Doumanis [3] uses gamemechan-
ics and game design thinking to design a multi-mode immersive teaching environment.
Experiments show that the platform can better improve students’ academic performance
and subjective experience. Dongfeng Liu [4] also used computer simulation technology
to design a low-cost virtual laboratory. Compared with the above methods, this virtual
laboratory allows students to assemble instruments and use their own assembled instru-
ments to perform physical experiments, so it can help students understand the scientific
process better. Although the above virtual laboratory designmethods have achieved good
results, the attractiveness of the virtual learning environment is relatively weak due to
the operation of the mouse and keyboard.

In response to the problems of insufficient experimental funds and lack of experi-
mental equipment in somemiddle schools, Francisco Torres [5] built a virtual laboratory
on the Unity platform, allowing students to interact with experimental equipment on the
virtual platform and design experiments based on learning topics. Diana Bogusevschi
[6] uses virtual reality technology to teach water cycle experiments in order to save
experimental costs. Students can conduct experiments in accordance with the guidelines
of the program, which greatly enhances students’ interest in learning and deepens stu-
dents’ understanding of water cycle experiments. Augmented reality technology (AR)
can increase the user’s immersion, so many researches also focus on augmented reality
technology. For example, Joanne Yip [7] applied AR video to students’ learning pro-
cess to help students understand space-related knowledge. Mustafa Fidan [8] integrated
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AR technology into the teaching process of physics and invited 91 students to conduct
experiments. The experimental results show that with the assistance of AR technology,
students’ learning attitudes are more active and their academic performance is improved.

The above research schemes have proved that virtual experimental teaching is feasi-
ble in teaching work. It can not only enhance students’ interest in learning, help students
understand knowledge, but also make up for the shortcomings in traditional experimen-
tal teaching. Lowell M [9] has further confirmed this point by comparing traditional
teaching methods and virtual experimental teaching methods. They selected 50 students
to use traditional multimedia presentation methods and virtual assisted teaching meth-
ods using VR equipment for chemistry teaching, and tested two groups of users. The
final score shows that the performance of students who use virtual assisted teaching
is significantly higher than that of students who use traditional methods. Also using
two different teaching methods, Sarah Sullivan [10] asked students to conduct pulley
experiments. The results proved that using virtual experiments can be more beneficial
to deepen students’ understanding of scientific concepts.

Whether using aweb browser or using virtual reality technology, most studies tend to
use a single channel to interactwith users, and the process of human-computer interaction
is often accompanied by the collaborative work of multiple channels. For example,
Sidenmark [11] proposed in the study of the user’s gaze that the user’s gaze is often
accompanied by the coordinated operation of the eyes, head and body. Therefore, it is
very important to treat the line of sight as a coordinated operation of multiple modalities.
Using multiple channels as input in the human-computer interaction process not only
improves the efficiency of human-computer interaction, but also enables more flexible
and free communication. In the design of the car driving user interface, Jingun Jung
[12] combines touch and voice to solve the problem of low control efficiency caused by
only using voice for input in some aspects, and enhance the user experience.In the AR
environment, Ismail A W [13] allows users to interact with virtual objects in two ways:
voice commands and gestures, making user operations more natural. The advantages
of using multi-channel interaction are more prominent in robot application scenarios.
Deng Yongda [14] proposed the use of gestures and voice commands to control the robot
to make the interaction process more natural. It also integrates the data of gestures and
voice channels. TingHan [15] proved that the result of multi-channel fusion is better
than the result of using only a single channel.

In summary, although the virtual experiment platform has shown excellent results
in teaching results, there are still shortcomings. In actual experimental teaching, the
standardization of experimental procedures is also very important, which puts forward
new requirements for the virtual experimental platform, that is, the virtual experimental
platform should have the ability to perceive and understand the user’s experimental
scene.To this end, this paper designs a smart glove with the ability to perceive the scene,
which can perceive the object information and the corresponding position relationship
in the experimental scene in real time. On the basis of scene perception, this paper also
proposes an intelligent navigational interaction paradigm based on multi-modal fusion
to infer the user’s experimental intention, so as to give the user corresponding feedback
and guidance during the experiment. Finally, the user can complete the experimental
operation under the guidance of smart gloves.



412 H. Wang et al.

3 Scene Perception Algorithm Based on Smart Gloves

Scene perception technology allows smart gloves to understand the environment like
a human. When smart gloves perform scene perception, they can use the camera to
detect experimental objects and thus understand the experimental scene. In secondary
school experiment scenarios, when users operate experimental equipment with smart
gloves, they often cannot obtain a complete image containing the experimental object,
so it is difficult to identify and locate the experimental equipment. To address the above
problems, this paper proposes an algorithm for perceiving and locating experimental
objects in specific scenes based on smart gloves, so as to obtain information about the
experimental objects operated by users and their location relationships with other objects
in real time.

3.1 Smart Glove Structure Design

Fig. 1. Hardware structure design of the palm of smart glove

The hardware structure design of the smart glove is shown in Fig. 1. The structure
of the smart glove is divided into several parts: 1. We use the curvature sensor to obtain
the change of the user’s finger curvature; 2. The Mpu6050 sensor is small in size and
can directly obtain the three-axis acceleration, angular velocity, and angle of the user
during movement. Therefore, it is used to restore the posture of the user’s hand; 3. As
the functional module of the smart glove, the Raspberry Pi is mainly responsible for
processing various sensor data; 4. In the palm of the smart glove, we place a small RFID
tag to read and write The smart glove can obtain real-time information about the object
currently being operated by the user’s hand; The data transmission mode of the smart
glove designed in this paper adopts wireless transmission, so that users can conduct
experiments more conveniently.

3.2 Target Detection System Based on YOLOv3

In the process of experimenting, due to the limitation of experimental space and other
factors, smart gloves sometimes cannot capture the complete image of the experimental
article. Therefore, this article uses a combination of different colors to mark the experi-
mental article. Considering that the smart gloves designed in this article will ultimately
need to be applied to middle school experimental scenes, when performing target detec-
tion, the target detection algorithm is required to ensure high recognition rate while
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pursuing real-time performance. In order to achieve faster and better identification of
experimental objects, this article uses the YOLOv3 network [16] to detect objects in
the experimental scene. First, we use binocular cameras to collect experimental scene
data of experimental item tags from different perspectives and distances. In the pro-
cess of data collection, in order to ensure that smart gloves can realize real-time scene
perception in different experimental situations, we use LabelImg tool to label the col-
lected pictures, and send the labeling information as training samples to the YOLOv3
network model After training in YOLOv3, the experimental item detection model FC
based on YOLOv3 was finally obtained. Figure 2 shows the target detection process of
the YOLOv3 network.

Fig. 2. Schematic diagram of YOLOv3 target detection process

3.3 Smart Glove Movement Track Acquisition

In the process of the user’s experiment, the smart glove needs to obtain the user’s hand
movement trajectory and map it to the virtual experiment platform built in Unity in real
time, so as to lay the foundation for the smart glove to better perceive the experimental
scene and track the user’s experimental behavior. This paper uses the open source ORB-
SLAM2 system [17] to realize the perception of the user’s movement trajectory by
smart gloves. The schematic diagram of ORB-SLAM2 system obtaining the user’s hand
movement trajectory is shown in Fig. 3:

Fig. 3. Smart glove’s perception of the user’s hand trajectory

After obtaining themovement trajectory of the user’s hand,we can use the formula (1)
to process the coordinate information according to the coordinate mapping relationship
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between the virtual scene and the camera position.

⎡
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⎤
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Among them,
(
Posx,Posy,Posz

)
is the position coordinate of the smart glove obtained

by the ORBSLAM2 system.
(
Ux,Uy,Uz

)
is the three-dimensional position of the smart

glove mapped to the virtual environment. k is the scale factor for coordinate conversion.

3.4 Scene Perception Algorithm Based on Smart Gloves

The scene perception algorithm based on smart gloves considers the following two
situations: 1. Target object search, that is, the user uses smart gloves to search for target
experimental objects in the experimental scene; 2. Replacement of the target object, that
is, the user has an experimental object in his hand and needs to perform an operation on
another target object. This paper use the SGBM(Semi-global BlockMatching) algorithm
to obtain the depth information of the target object. Combining the position information
of the target object obtained by target detection, the identification and positioning of the
experimental object is realized, and the obtained information is transferred to the Unity
platform. During the user’s experiment, this article sets the target object set E. Each time
an experimental operation is performed, the target object E operated by the user will be
dynamically updated. The specific steps of the Scene Perception Algorithm Based on
Glove (Scene Perception Algorithm Based on Glove, hereinafter referred to as SPABG)
are as follows:
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In the SPABGalgorithm, the sensor informationOh is the result obtained by theRFID
tag reader placed on the palm of the smart glove; V1 is “currently you are approaching
En”; V2 is “currently you have selected On”; V3 is “currently you have selected En .

4 Intelligent Navigational Interaction Paradigm Based on Scene
Perception

This chapter will introduce the intelligent navigational interaction paradigm based on
scene perception proposed in this article. It processes information from different chan-
nels to infer the user’s experimental intention and guide the user on the experimental
operation. The intention understanding here refers to the fusion of visual data, sensor data
and voice data from the smart glove for specific application scenarios and context-based
interaction scenarios, so as to infer the user’s experimental intent.

4.1 Overall Framework

We constructed an overall framework for the navigational interaction paradigm of smart
gloves based onmulti-modal fusion intention understanding (Fig. 4). The overall process
can be divided into three levels: the input layer, the interaction layer, and the presentation
layer. In the input layer, smart gloves obtain data from voice, sensors, and visual channels
through interactive devices such as microphones and cameras. In the interaction layer,
the smart glove first extracts the semantics of the data from the three channels. When
processing the data of the voice channel, this article uses Baidu Voice to recognize and
analyze the user’s voice instructions. This paper proposes a user intention understanding
strategy based on intention screening, which integrates information from various chan-
nels to obtain the user’s experimental intention. According to the different experimental
intentions of the user, combinedwith the set experimental library, the user’s experimental
behavior is judged, and finally the user’s experimental intention, scene response, voice
prompt and other information are output. The output result of the interactive layer will
finally be presented in the interactive interface in the presentation layer.
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Fig. 4. The overall framework of multi-modal intelligent navigation interaction paradigm based
on scene perception.

4.2 User Intent Understanding

In this paper, the process of inferring the user’s most likely intention is defined as the
problemof intention screening, and the uncertainty of the user’s experimental intention is
modeled as the possibility of different categories.We define the intent screening problem
as a classification task. In the case of a given experimental operation by the user, the
smart glove infers the experimental target from the set of possible experimental targets
I.

We have pre-established an experiment library for the interaction process between
smart gloves and users, which stores the experiment categories and the steps correspond-
ing to each experiment. The set of experiment goals is set to I = {I1, I2, I3, ....In}, and
the different experiment categories are set to In. We use Baidu Voice to recognize and
analyze user commands’. For the voice command T acquired by the voice channel, after
lexical analysis, the voice channel intention Ti

{
Tsi ,Tni

}
is obtained, where Tsi and Tni

are the actions and target objects contained in the voice command, respectively.For the
data set Q from the sensor channel and the data pig from the vision channel, we inte-
grate the obtained sensor processing results and the target object set E obtained using
the SPABG method to obtain the integrated result Gi

{
Gsi ,Gni

}
. Among them, Gsi and

Gni are the actions performed by the user and the names of the target objects operated
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on respectively. After that, the intentions from the two channels are matched to obtain
the user’s current operation intention Oi, where i is the time label set by the system.

When users conduct experiments, the order of operations is often consistent. There-
fore, when we screen user intentions, in addition to using the information in the exper-
iment library, we also need to combine the context information set δ{O1,O2...Oi−1} of
the current user operation. Each value in δ is independent of each other. In the t time
period, when the smart glove obtains the user’s operation intention Oi, it will add Oi to
δ. We need to calculate the most likely experimental target H of the current user based
on the set δ, namely:

P(Ik |δ) = max{P(I1|δ),P(I2|δ),P(Ij|δ), ...P(In|δ)} (4)

In the intention screening,we set the offset degreeϑ for each possible experimental target
In, which is used to calculate the degree of offset of each value in δ in the experimental
step corresponding to In. Then the deviation ϑni of the experimental operation Oi in In
can be calculated by formula (5):

ϑni = i − βn[Oi] (5)

where βn[Oi] is the number of the experimental step corresponding to Oi in In. If Oi is
not in the experimental step of In, set it to blank. The calculation process of P(In|δ) in
formula (4) is as follows:

P(In|δ) = αn − ∑
ϑni

αn
× 100% (6)

αn = [N (In)]2 − 1

2
(7)

Among them, αn is the maximum deviation degree of each experiment, and N (In) is the
total number of experimental steps in each experiment. For the finally obtainedP(Ik |δ), it
is necessary to make a confidence judgment. IfP(Ik |δ) is greater than the intention deter-
mination threshold �, the user’s current most likely experimental target is determined
to be Ik , otherwise the intention screening state will continue to be maintained.

4.3 Navigational Interactive Algorithm Based on Scene Perception

After obtaining the user’s experimental intent, the smart glove will determine the user’s
behavior based on the rules in the knowledge base, and output corresponding voice feed-
back on the user’s experimental behavior to guide the user to complete the experiment in
a standardized manner. As shown in the navigational interactive algorithm (Navigational
Interactive Algorithm, hereinafter referred to as NIA algorithm) based on multi-modal
fusion intention understanding:
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In the NIA algorithm, Y1 indicates that the current hand behavior is inconsistent
with the voice command, whether to continue the experimental operation; Y2 indicates
whether the current experimental target is guessed to be Ik is correct; Y3 indicates that
you continue to perform the experimental operation.

5 Experiment and Analysis

Experimental hardware environment: CPU: i7-8750H.
Experimental software environment: Win10 64bit + Unity2018.3.8.

5.1 Feasibility Verification of Smart Gloves

In order to verify the effectiveness of the smart gloves designed in this article, this article
selects one typical experiments in middle school experimental teaching for testing. The
user wears gloves to verify whether the intelligent navigational interaction paradigm

Fig. 5. Experimental equipment diagram
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based on scene perception proposed in this paper can realize the perception of the exper-
imental scene. In this paper, 3D printing technology is used to make the experimental
supplies according to the size of the experimental supplies used in the actual experi-
ments, and a label representing the category of the experimental supplies is set on the
outside of the experimental mold. Some experimental equipment is shown in Fig. 5.

5.2 Experiment: Explore the Experimental Process of Concentrated Sulfuric
Acid Dilution Experiment

The scene shown in Fig. 6 is a scene where users conduct experiments in a chemical
experiment platform. Figure a shows that the user wears smart gloves to select exper-
imental items. The items in the red boxes in Fig. 6b and Fig. 6c are the experimental
reagents and instruments selected by the user; By judging the user’s operating behavior,
the smart glove speculates that the user wants to do a concentrated sulfuric acid dilution
experiment. If the user confirms that the experiment intention is correct, the name of
the experiment currently in progress and the steps of the experiment will appear on the
screen (the information marked in the green box in Fig. 6d). At the same time, the smart
glove recognizes that the reagent currently held by the user’s hand is an aqueous solution
by identifying the user’s operating behavior. The smart glove reminds the user that if the
experiment operation is continued, there will be danger. The information marked in the
yellow box in the picture e is that the user injected water into the concentrated sulfuric
acid solution, and the two reacted violently. The information marked in the green box
in the figure f is the user’s experimental results. The system also uses voice to explain
the user’s wrong operation and prompts the user to retry the experiment.

Fig. 6. Concentrated sulfuric acid dilution experiment diagram (wrong operation). (Color figure
online)

As is shown in Fig. 7, after the user chooses to re-experiment, he will re-select
experimental reagents (the information in the red box in Fig. 7b). The information
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marked in the yellow box in Fig. 7c is that the user pours the concentrated sulfuric acid
solution in front of the aqueous beaker. Figure 7d shows that due to the user’s dumping
position is too high (information marked in the yellow box), the concentrated sulfuric
acid solution splashed, causing corrosion of the desktop (informationmarked in the green
box). Under the guidance of the smart glove, the user finally conducts the concentrated
sulfuric acid dilution experiment at the correct experimental location, and uses a glass
rod to continuously stir.

Fig. 7. Concentrated sulfuric acid dilution experiment diagram (right operation). (Color figure
online)

6 Conclusion

Aiming at the existing problems in the experimental teaching process of primary and
secondary schools, this paper designs a smart glove with scene perception ability, which
can perceive the object information in the experimental scene and the corresponding
position relationship in real time. On the basis of scene perception, this paper also
proposes an intelligent navigational interaction paradigm based on multi-modal fusion
to infer the user’s experimental intention, so as to give the user corresponding feedback
and guidance during the experiment, so that the user is in the smart glove Complete the
experimental operation under the guidance.

The smart gloves designed in this article have the following advantages: 1. It can
perceive multi-modal information, such as voice, scene information, etc.; 2. The smart
glove kit combines human, machine, and material, allowing students to operate real
experimental objects,which can improve students’ experimental immersion andpractical
ability; 3. The smart glove kit designed in this paper can monitor and guide the user’s
behavior, and to a certain extent solve the problem that the teacher cannot guide every
student in the classroom.
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